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ABSTRACT
Data Warehouse is a business analyst’s dream – a platform where data from multiple sources are collected. Different
types of analysis are performed on the data obtained from the data warehouse. The process of loading data into a
data warehouse is known as ETL (Extract, Transform, Load). It is a complex process that comprises of executing
thousands of SQL queries. These queries lead to the creation of ETL execution trace. The potential of these concepts
haven’t been used to their full potential. Anomaly is one of the features of these data sets that haven’t been
completely utilized. The study and identification of Anomaly in the execution of SQL queries and ETL execution
trace can help us increase the efficiency of the ETL processes by removing them. To accomplish this task, we tackle
this problem in two stages:- In the first stage, we use Anomaly detection techniques on a rich collection of
production queries. In the second stage, we apply the Anomaly detection technique on the execution logs. By
following this process, we greatly reduce the domain of our detailed analysis. We also identify the clusters that have
a genuine concern from the clusters that were created by a huge data store.

Categories and Subject Descriptors
Data Warehouse and repository, Data Mining, Clustering, Query formulation

General Terms
Algorithms, Measurement, Performance, Design, Reliability, Experimentation, Theory

Keywords- Data Warehousing, Anomaly Detection, Clustering, Log Files, Query tuning, Tuning.

1. INTRODUCTION
RDBMS is a vital part of any OLTP/OLAP software. We would be focusing on the OLAP software due to the
richness of transaction data and the complexity of the query processing involved. Even a small sized data warehouse
contains the data up to 5 Terabytes. There are several OLTP providers such as Oracle, Microsoft, and Teradata.
However, data warehouse is a niche market that is not penetrated by many companies. Some of the big players in
this field are SAP, Oracle and Microsoft. Today, data warehouse has evolved from a traditional business intelligence
platform to encompass operational data stores, analytics and performance management. The data warehouse is
moving slowly towards a near-real-time analytics of data. In addition to these, there are several emerging trends as
well such as columnar storage and in-memory OLTP software. Still, the demand for optimization techniques and
performance remain the primary focus area of research in the companies creating data warehousing. Another factor
to consider while measuring the performance of OLAP software is the workload. Most of the data warehouses
support mixed workload. Both of these factors can be studied using Anomaly detection.[1][2]

Background study:

One of the main factors that influence the performance of the loading and retrieval of data is the database engine.
For example the hash based data distribution results in “shared nothing” architecture. This architecture is very
popular and used by companies like Teradata. This architecture focuses on rewriting of queries, materialized views
and various kinds of partitioning and indexing strategies. Another popular architecture is the columnar architecture.
In this architecture, the data base uses the high compression rate. This rate can be leveraged because the domain of
the values is similar. The underlying hardware and software form the second part. The database designers who
decide the partitioning and indexing strategies form the third part that influences the performance of loading and
retrieval of data. There is also a fourth part which decides the query performance – adherence of the users (basic and
advanced) to the best practices of the industry. [3][4]
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Here, we focus on the third and fourth factor in query performance management. To monitor the performance of the
queries, we generally use the “white box” approach. In this approach, we use a set of processes such as checklists,
tools and reviews. However, they are manual and hence error prone. Also, they tend to be very basic and hence are
easily missed out.

In this paper we propose another method. All the execution related attributes of the SQL queries are stored in the
system tables of the databases. In our approach, we view the queries as groups. We try to find out patterns, behavior
of the queries and observe that which queries are outlying from the crowd. We call this approach as the “Black-box
approach”.

Once the data is loaded into the OLTP software, it needs a way by which it can be sent to the data warehouse. This
is achieved through ETL (Extract, Transform, Load). ETL is one of the most important phases in the data
warehousing. Companies spend billions of dollars every year to procure the best ETL tools. This is because about
70% of the effort and time is spent in extraction, cleaning, conforming, transforming and loading the data. The
implementation of the ETL can be either hand coded or tool based. Some big companies involved in creating tools
for ETL are Informatica, SQL Server Integration Services (SSIS), Pentaho, etc. This paper the focuses majorly on
the tool based ETLs.

All of these tools generate a huge amount of execution traces (logs) by a well-defined system. Depending on the
granularity of the tracing level, the size of the logs generated will vary. However, irrespective of the size of the logs,
they can be used to generate a lot of insights about various dimensions of the data. The analysis of this data leads to
an efficient information pipeline which is of huge importance to any organization. Despite the apparent importance
of the data, there has been very less research on the methods of applying data mining methods on this data.[5][6]

The logs generated are generally quite large and represents two kinds of problems – 1. Deciding the most critical
features of the ETL that should be focused upon. 2. After identification of the features, how do we extract their
information from the ETL log in an automated manner? For the first problem, we surveyed a large number of ETL
developers. For the second problem, we used a simple text parsing tool based on Python. We would also like to add
that all the analysis of the done belongs to a particular ETL tool. However, since the features mentioned in this paper
are quite generic, there should be no problem in extending this method to other tools as well. [7][8]

The organization of the paper is as follows:- Section 2 focuses on the prior work that has been done in this area.
Section 3 introduces the basic concepts of Anomaly detection. Section 4 contains the summary of our work done in
ETL/SQL execution and ETL execution traces. Section 5 provides a brief overview on the query optimizations and
section 6 details on the experimental setup and results. Section 7 discusses the challenges, future course of action
and conclusion.[9][10]

2. RELATED WORK
This paper contains work related to three domains – 1. Query Optimization techniques, 2. Representing the ETL Log
file 3. Selection of the appropriate Anomaly techniques. There has been extensive research in the fields of high
dimensional data using Principal Component Analysis (PCA), using the sensor data for online detection. In addition
to these applications, Anomaly detection has also been used in the fields like fraud detection, network intrusion
detection and medical health.

Query optimization is field that dates back to 1970s. Query optimization is a very extensively researched field where
the current state-of –the-art is “Query Hint Framework” or optimization of the XML Queries.[11][12]

On the other hand, there has been no significant research on ETL log representation. There have been very less
research on meta-model based formalism for the ETL processes and the taxonomy of the spectrum of the ETL
activities. ETL has also been extended using UML. However, none of these resources touches upon the primary
characteristics of an ETL Log.
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The results of the executed queries are not analyzed in terms of various cost components, even though the query
optimization takes place during and pre execution. We use various Anomaly detection techniques to calculate the
cost of the query execution. We also use the analogy with the process mining to mine the logs for information. Even
though the major focus of the process mining is to build the process model from the trace by finding the temporal
and casual relationships between the tasks. Data mining techniques have also been applied on the logs of the
intrusion detection and network anomaly detection. Even though there are applications of Anomaly detection on
process logs, the focus is primarily on the structural pattern, the relationship among the activities and then finding
the Anomaly. In this paper, we do not compare Anomaly detection algorithms. On the hand, we use them to analyze
the ETL logs.

3. FOUNDATION
ANOMALY
The statistical intuition says that the normal data objects follow a “generating mechanism”, such as some given
statistical process. An abnormal object deviates from this generating mechanism. A few examples of these
detections are fraud detection, medicine, public health, sports statistics, detecting measurement errors.

The data is usually multivariate. There is usually more than one generating mechanism/statistical process underlying
the data. The anomalies represent a different class of objects, so there may be a large class of similar objects that are
the anomalies. Consequently, a lot of models and approaches have evolved in the past years to exceed these
assumptions and it is not easy to keep track with this evolution.[13][14]

It is often noticed that many clustering algorithms account for noise objects. So, we look for anomalies by applying
one of the algorithms and retrieving the noise set. There are several classification approaches to this problem –
Global versus local detection, labeling versus scoring detection and modelling properties. In addition to these
approaches, we have proximity based approaches. Sample approaches are the most appropriate method. Some of the
examples are Distance-based approaches and density-based approaches. Another approach is the Angle-based
approach whose rational is to examine the spectrum of pairwise angles between a given point and all other points.
The points having a spectrum featuring high fluctuation are anomalies. In the figure given below, N1 and N2 are
normal regions where as O1 is an Anomaly.

The Anomaly can be classified into two categories:- One where a single instance in an Anomaly and second where a
sequence of observations is an Anomaly. We can use the spatial and temporal attributes to gain an additional context
for the individual Anomaly. The input data can have any data type - binary, nominal, ordinal discrete and continuous.
The output of the Anomaly detection task can be either a level (Anomaly or normal) or a score. The score is a
preferred method because it gives an idea of the outlay. [15][16]

Most of the popular ways to detect an Anomaly are classification based or Nearest Neighbor based or clustering and
statistics based. Nearest neighbor can be either distance based or density based. The statistics based techniques will
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be either parametric or non-parametric. These methods are applied in several fields like fraud detection, intrusion
detection, medical data, sports, novel topic detection and so on.

ETL TASKS
ETL is a process in data warehousing responsible for extracting data out of the source systems and putting it into a
data warehouse. ETL includes the following tasks:-

1. Extracting the data from the source systems, data from different sources is converted into one consolidated
data warehouse format which is ready for transformation processing.

2. Transforming the data may involve the following tasks :-
a. Applying business rules (so-called derivations e.g. calculating new measures and dimensions)
b. Cleaning (e.g mapping NULL to 0 or “Male” to “M” and “Female” to “F” and so on)
c. Filtering (e.g selecting only certain columns to load)
d. Splitting a column into multiple columns and vice versa.
e. Joining together data from multiple sources (eg. Lookup, merge)
f. Transposing rows and columns
g. Applying any kind of simple or complex data validation (eg. If the first 3 columns in a row are empty

then reject the row from processing)
3. Loading the data into a data warehouse or data repository of other reporting applications

ETL Logs
ETL execution logs contain the information about the flow of data from the source system to the data warehouse and
vice versa. This information has several components such as the source systems, mapping for the source systems to
fields in the data warehouse, staging areas between the cubes and the source data, transformations, look-ups and
joiner transformations, run-times and so on. All of these factors are important if we have to know the bottleneck in
the execution of an ETL. However, we cannot expect to include all of these factors in the data mining process. So
we try to include the ones that are favored by the community of ETL developers.[18..20]

4. FEATURE SELECTION
4.1 ETL OPTIMIZATION
An ETL execution includes many features such as source systems, staging areas, transformations, look-ups, joins,
target systems and the type of networks over which the data is transferred. In order to perform a feature selection,
we conducted a survey among the ETL developers and asked them about the features that they think should be
included in the data mining process.

We created an online intranet form which contained all the features of an ETL process and asked the 20 ETL
developers to respond to the survey. Based on their responses, we shortlisted the following factors:- number of
source rows, number of target rows, transformations, total run time, average throughput and number of source tables
(as seen below).
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Most of the fields in the above are derived fields. So, we break them down into primary fields. Now, we have the
following atomic features:-

1. Number of source rows, 2. Number of target rows, 3. Total runtime, 4. Number of Transformations

The above fields are also common in other ETL tools because they are very generic head.

4.2 SQL OPTIMIZATION
The performance of any query depends on four factors- 1. Database engine 2. The hardware and software being
employed 3.database designers 4. Practices followed by basic and advanced users.

The architecture of a database engine and the hardware/software being used play a pivotal role but they still aren’t a
critical factor in the query performance. This is because the database can always be enhanced by adding more
memory and processors. However, the database design and the query formulation by the user play a bigger role in
the query performance. This is because they are dependent on various standards that are always evolving and
manual in nature. This means that they are prone to errors. [21][22]

The last two factors are the ones with greatest potential for improvement. We try to identify the queries with
resource heavy behavior by using detection techniques.

5. EXPERIMENTS AND RESULTS
5.1 ETL OPTIMIZATION
We selected more than 500 logs from a server. However, we observe that if we include logs from different servers
which do not have similar hardware/software configuration, we run into a risk of identifying several legit records as
anomalies. This happens because the logs generated by different servers have different mechanisms of generation.
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We create a simple VBA script to compare the strings in the server logs and extract the four chosen parameters.
This script creates a CSV file which contains the value of the four parameters for every log file contained in a folder
(as can be seen below).

From the above table, it is evident that the number of transformation that are not changed by a big margin. So, even
though we have included it initially, we do not use it in our clustering algorithm. The code snippet for the number of
rows can be seen as:-

It can be clearly seen that our code is hard coded with the underlying pattern of the log. We did this because we have
selected the log from a single server and hence do not have the risk for heterogeneous logs.

AS far as records with corrupt values are concerned, there were several records which had no source records or no
target records or no time entries. We removed these entries to have a consistent data set. Once we cleaned up our
data, we were left with 350+ logs which is a good number of logs to run our clustering algorithm. We used the
scalable Expectation Maximization algorithm with default values of the parameters. The underlying assumption of
this algorithm is that every cluster follows a normal distribution.

The clusters are distributed as shown below:-
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The clusters having the least population are the anomalies and hence are marked. The cluster viewer give us the
following visualization of these clusters:-

The similarity between different clusters can be visualized by the weight of the lines connecting them.

In this experiment, we identify a cluster as an “” if it has less than five percent records of the overall population.

5.2: ANALYSIS OF THE RESULTS

We see that there are 5 members in the 10th cluster. Out of these 5 members, 3 members face serious issues with
query where as the other 2 are not affected much. When inspected in detail, it was found that they had issues
because of faulty method of writing queries. 6th cluster has 8 members out of which only 4 had major issues and the
other 4 had issues with connection types used for data load. This was because a generic relational loader which was
used instead of a customized external loader. In the above figure, clusters 7, 8, 9 have population of less than 20
members. This makes them anomalies as well. However, they become anomalies because they had a large number
of source and target rows. It is also evident that these clusters are similar because the weight of the lines joining
them is also similar.

From the above observations we can see that this whole method helped us in bringing down the number of logs
under investigation from more that 500 to 44. Out of the 5 identified anomalies, 2 clusters are outliers because of the
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connection between source system and target system. The rest 3 clusters are anomalies due to large number of
source and target rows.

From the above analysis, we see that even though the clusters 7,8,9 are anomalies, they do not pose any risk in query
execution. It is because the number of rows is larger than any other source/target table. This is a normal thing to
happen and cannot be treated as query performance degradation. So, we need to implement an automated system
that gives us the ability to monitor these queries at regular intervals. The main highlight of this experiment was the
reduction of the clusters to be studied from 500 to 44.

5.2 QUERY OPTIMIZATION
To study the query optimization, we use a collection of more than 25000 database queries in a production
environment.

The features for clustering have been selected based on the query cost model. These features are: - SQLtext of the
query, CPU Cost, IO Cost, Memory need for temporary tables that store the intermediate results and the number of
records affected. These factors are some of the major components in our query cost model. All the major databases
contain system tables that include the execution statistics of the queries. This ensures that retrieving the statistical
information from these tables is possible across all major vendors.[25][27][28]

To perform the data mining, we use an ensemble of several unsupervised learning methods. These methods are used
because the data being used is unlabeled. The success of this ensemble is determined by the diversity of the
detectors. We use the intersection of false positive and false negative when the cost of false positive is too high. On
the other hand, we use the union of false positive and false negative if the cost of false negative is very high.

5.2.1 DISTANCE BASED APPROACH

To start with this approach, we normalize all the data points. This is done because all the five attributes being used
have different weightage and hence they have different importance as well. Median and inter-quartile range are used
for normalization because of the higher breakdown point than the mean and the standard deviation. The algorithm to
achieve to perform the normalization is:-

1. The median and quartiles for each of the features is calculated.

2. The feature value for all the data points are normalized.

3. Euclidean distance is calculated for each of these points.

4. All the distances are sorted in the descending order.

5. The top r% of these values are selected.

Mahalanobis distance can be used to improve the factor independence among different attributes. It is very difficult
to calculate the precise value of r. The summary of the distribution can be found below:-
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Based on the data in the above table, we can draw two conclusions – 1. Large number of records during execution
can also make a query an anomaly. 2. If a query is in the neighborhood of the origin, we cannot say that query
conforms to the best practices. However, we can safely ignore these queries because their effect is not very high.

Several times it happens that a data point becomes an anomaly when another point is removed from the data set.
This phenomenon is called masking because the second data point was masking the first data point. On the other
hand, sometimes it also happens that a data point becomes an anomaly only when another data point is present. This
phenomenon is called swamping. In the next approach, we will remove the data point with larger anomaly so that
the masked data points can come forward.

5.2.2 CLUSTERING BASED APPROACH

The main idea behind performing clustering is that it requires unlabeled data. So, when it creates clusters of data, we
can find the anomaly by looking at the number of members in a cluster. The cluster containing minimal numbers of
elements are taken as anomalies. To perform the clustering, we have several algorithms such as K-means, Nearest
Neighbor, and PAM and so on. In our approach we use the K-means algorithm where K=10. The following figure
shows the bar chart with the anomalies:-

The arrow serves as a requirement driven slider.

5.2.3 AVERAGE DISTANCE BASED APPROACH

The next approach we take is the calculation of distance between all the data points. After calculating the distance
between all the points, we calculate the average of the all the distances. The data point lying farther than the average
distance is declared as the anomaly. The algorithm to cluster data points based on this approach is:-

1. Normalize the values of all the features.

2. Distance between all the points are calculated.

3. The average distance with all the neighbors is calculated.

4. Sort the distances in ascending order and pick the top n% values.

The distribution for every distance range can be seen below:-
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5.2.4 DENSITY BASED APPROACH

Many times it is possible that a cluster of densely packed data points are located away from the origin. In that case,
the distance based approach would declare those data points as anomaly. This approach tries to solve this problem
by looking for regions with dense or sparse population of the data points. Anomaly is declared for regions with
sparse density. The identification of the dense/sparse region is done by using Local Outlier Factor (LOF). This
method is optimized from identifying global and local anomaly by identifying conditions where clusters of different
density exist. To execute this algorithm, we take K = 10.

Step 1:- A distance D is found for every data point such that there are at least 10 neighbors within that distance.

Step 2:- Find all the neighbors for each data point such that their distance from the point is less than D. Cardinality
of such a set can be more than 10 as well.

Step 3:- After this, Local Reachability Density for each data point is calculated. This is the inverse of average
reachability distance with its neighbors.

Step 4:- The ratio between the neighbors’ reachability index with its own is calculated as the LOF.

The results are analysed after breaking this in multiple tables. The value of K was 10. At this point in time, a query
ID 26508 was not detected as an anomaly because there are many data points in its neighborhood which have similar
local reachability density. Hence, we can see that K plays a huge role in this algorithm.

6. CONCLUSIONS
A very different approach has been taken in this paper for query and ETL optimization. Standard techniques are
applied while executing them both, the real cost lies in their design and the practices followed by the user. We
propose an ensemble of data mining algorithms to identify the SQL queries and ETL process which have the highest
performance load.

As far as the analysis of the ETL logs are concerned, the primary challenge was creating an algorithm which can be
applied to any ETL tool. The log file considered for our study is a text file. However, in real life most of the log
files are created in XML format which conform to a particular schema specifications. This specification can help us
in avoiding the hard coding of data in the function. This would also enable us to run these jobs periodically and
hence monitor the ETL execution at regular intervals.
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